Assignment 3: Hierarchical Clustering

Important Information

**School of Engineering Technology and Applied Science**

***Information and Communication Engineering Technology***

**Unsupervised and Reinforcement Learning (COMP257)**

* **Hierarchical Clustering (5%)**
* **Due Date: October 13, 2024 (Check the assignment folder)**
* **Upload your assignment here:**[**Assignment 3: Hierarchical Clustering**](https://e.centennialcollege.ca/d2l/common/dialogs/quickLink/quickLink.d2l?ou=1186996&type=dropbox&rcode=CENCOL-3439543)

Instructions

* You are free to choose any toolkits to solve the problems at hand (e.g., TensorFlow, Sci-Learn, etc.)
* All written reports and codes are to be maintained on a repository of your choice such as Github. The course instructor will discuss and exchange with you information to get access to your code.
* **A 5-minute video presentation is required as part of the submission to document the steps taken to obtain the results. Any submission without a demo video will result in a 75% penalty.**
* **IMPORTANT NOTES:**  
  + 1 point will be deducted for each incident that does not conform to the requirements (e.g., code not properly formatted, comments not relevant to support documentation of code, missing code documentation, etc.).
  + All points will be deducted for submission of *nonsensical code* (i.e., code that doesn’t contribute to the relevancy of the task at hand). This is question-specific.

Questions

|  |  |
| --- | --- |
| **Question 1**  **[100 points]** | **This assignment will be similar to Assignment 2 but we will use hierarchical clustering in place of K-Means.**   1. Retrieve and load the Olivetti faces dataset [0 points] 2. Split the training set, a validation set, and a test set using stratified sampling to ensure that there are the same number of images per person in each set. [0 points] 3. Using k-fold cross validation, train a classifier to predict which person is represented in each picture, and evaluate it on the validation set. [0 points] 4. Using either Agglomerative Hierarchical Clustering (AHC) or Divisive Hierarchical Clustering (DHC) and using the centroid-based clustering rule, reduce the dimensionality of the set by using the following similarity measures:     * a) Euclidean Distance [20 points]    * b) Minkowski Distance [20 points]    * c) Cosine Similarity [20 points] 5. Discuss any discrepancies observed between 4(a), 4(b), or 4(c). Use the silhouette score approach to choose the number of clusters for 4(a), 4(b), and 4(c). [10 points]   Use the set from (4(a), 4(b), or 4(c)) to train a classifier as in (3) using k-fold cross validation. [30 points] |